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Abstract Due to the ever-growing amount of data, computer-aided methods and systems
to detect weak signals and trends for corporate foresight are in increasing demand. To this
day, many papers on this topic have been published. However, research so far has only
dealt with specific aspects, but it has failed to provide a comprehensive overview of the
research domain. In this paper, we conduct a systematic literature review to organize existing
insights and knowledge. The 91 relevant papers, published between 1997 and 2017, are
analyzed for their distribution over time and research outlets. Classifying them by their
distinct properties, we study the data sources exploited and the data mining techniques
applied. We also consider 8 different purposes of analysis, namely weak signals and trends
concerning political, economic, social and technological factors. The results of our systematic
review show that the research domain has indeed been attracting growing attention over time.
Furthermore, we observe a great variety of data mining and visualization techniques, and
present insights on the efficacy and effectiveness of the data mining techniques applied. Our
results reveal that a stronger emphasis on search strategies, data quality and automation is
required to greatly reduce the human actor bias in the early stages of the corporate foresight
process, thus supporting human experts more effectively in later stages such as strategic
decision making and implementation. Moreover, systems for detecting weak signals and
trends need to be able to learn and accumulate knowledge over time, attaining a holistic
view on weak signals and trends, and incorporating multiple source types to provide a solid
foundation for strategic decision making. The findings presented in this paper point to future
research opportunities, and they can help practitioners decide which sources to exploit and
which data mining techniques to apply when trying to detect weak signals and trends.
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1 Introduction

The space for strategic decision making and managerial action is becoming increasingly
complex. Companies need to navigate and act in an environment that is subject to constant
change and growing managerial options. This challenge is amplified by incomplete and
asynchronous information and the accelerating confrontation with new and unknown factors
(Rohrbeck and Bade, 2012). For companies, these dynamics may provide new opportunities
for growth (Veugelers et al, 2010), but they can also represent a fundamental threat (von der
Gracht et al, 2010). Therefore, companies are searching for strategic orientation whilst being
challenged to maintain their competitive advantage or even their existence.

Recently, the evolution of big data has been enabling companies to detect relevant weak
signals and trends in their corporate environment by accessing and analyzing large amounts of
data. The growing data sets used by environmental scanning contain information on political,
economic, social and technological developments (Hiltunen, 2008). Since the amount of data
is increasing too fast for humans to keep pace, scalable computer-aided systems are needed
to extract and exploit it for creating insights and knowledge about the changing corporate
environment (Keller and von der Gracht, 2014).

Research on corporate foresight has emphasized the need to detect changes in the corpo-
rate environment as early as possible (Ansoff, 1975; Rohrbeck et al, 2015). The changes to be
identified range from an unexpected discontinuity to the possible emergence of a (mega-)trend
which can fundamentally change technology and society (Ansoff, 1975; Kuosa, 2010). To
delineate the terminology, Saritas and Smith (2011) defined weak signals as “early signs
of possible but not confirmed changes that may later become more significant indicators of
critical forces” and trends as “change factors that arise from broadly generalizable change
and innovation”. Weak signals and trends are usually considered the start and the end point,
respectively, in the development from the earliest signal to a widespread trend (Hiltunen,
2008; Kuosa, 2010; Saritas and Smith, 2011); however, the exact development paths proposed
by the various authors differ.

Research has already focused on various aspects of these challenges. Kontostathis et al
(2004) reviewed different approaches and software tools for identifying emerging technology
trends and news from the internet using text mining techniques. Taking the perspective of
information systems research, Mayer et al (2011) evaluated environmental scanning systems
and made suggestions for improving the future applicability of computer-aided systems.
Rohrbeck and Bade (2012) provided a review and conceptual integration of environmental
scanning, futures research, strategic foresight, and organizational future orientation; the
authors tried to clearly distinguish between the terminology used in these research streams. Al-
Azmi (2013) described various data, text and web mining techniques as well as practical case
studies to assist business intelligence in terms of gaining competitive advantage, improved
customer relationship management and fraud detection. Abbas et al (2014) reviewed existing
literature on detecting technological trends in patent databases, whereas Eckhoff et al (2014)
analyzed tools and methods for identifying emerging trends from large data collections
(e.g., weak signals from web sites or emerging terms in conference publication abstracts).
Blomqvist (2014) specifically researched the usage of semantic web technologies for business
decision support and provided additional insights from expert interviews on this research
stream. Furthermore, Wanner et al (2014) published a state-of-the-art report on visualization
techniques that are applied for event detection in text mining. Madani (2015) employed
network and cluster analysis using the CiteSpace software tool to analyze the literature on
technology mining.
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While previous research has already investigated specific aspects of this research domain,
the following systematic literature review aims at holistically organizing insights and knowl-
edge. We try to gather the prior research on exploiting big data for providing companies with
valuable and future-relevant insights about dynamics and developments in their corporate
environment. Based on the literature collected, we systematically analyze the development of
detecting weak signals and trends in big data sets over time, and we provide an overview of
the state-of-the-art methods. Our investigation sheds light on various research areas that are
interconnected with weak signal detection and emerging trend detection, it identifies research
gaps and points to future research directions.

The remainder of this article is structured as follows. In Section 2, we develop our
research questions, while Section 3 describes the method employed for conducting the
systematic literature review. The results are presented in Section 4 and are used as a basis for
our discussion of findings in Section 5, pointing out the research gaps identified in our review
and proposing aspects that future research should focus on. Finally, Section 6 concludes the
paper.

2 Research questions

The postulation of research questions that drive the entire methodology of a systematic
literature review is of critical importance (Kitchenham and Charters, 2007). In the following
paragraphs, we therefore develop 6 research questions that will be answered in the course of
our work.

Reviews on detecting weak signals (Ansoff, 1975; Eckhoff et al, 2014) and emerging
trends (Kontostathis et al, 2004) in the corporate environment expected a future growth
of these research disciplines. Recent research on corporate foresight emphasized the ever-
increasing need for companies to analyze their corporate environment in an age of accelerating
competition and constant change (Mayer et al, 2011; Rohrbeck and Bade, 2012). With the
advances in computing power, computer-aided systems for detecting weak signals and trends
are in demand (Keller and von der Gracht, 2014). It can therefore be assumed that the entire
research domain consisting of these two research disciplines has been attracting growing
interest in recent years. Moreover, existing research on related research disciplines, such
as environmental scanning systems in general (Mayer et al, 2011), found that the relevant
literature had been published in various journals and conference proceedings. To check the
distribution of the publications in our research domain both in terms of time and in terms
of the journals and conferences where they appeared, we formulate the following research
question:
RQ 1. How are the publications in the research domain distributed over time and outlets?

Existing research revealed that various data sources had been used. For example, Abbas et al
(2014) reviewed methods for detecting technological trends in patent data, whereas Eckhoff
et al (2014) analyzed methods for discovering weak signals and trends based on scientific
literature or web data. To develop a better understanding of the types of data sources used,
we suggest the following research question:
RQ 2. Which types of data sources are exploited for the detection of weak signals and trends
for corporate foresight?

Previous research on detecting weak signals and trends from big data collections is related
to various purposes. For example, Kontostathis et al (2004) studied existing literature on
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emerging trend detection with text mining. The authors identified different fields of applica-
tion, including detecting technological opportunities and changes in news events. A literature
review conducted by Abbas et al (2014) analyzed the detection of technological trends and
related domains (e.g., novelty detection and strategic technology planning) dealing with
patent data. Eckhoff et al (2014) reviewed various approaches for detecting weak signals
and emerging trends with computer-aided methods, such as discovering emerging terms
in conference abstracts. Based on this prior work, it can be assumed that there are various
purposes of analysis. To systematize both the literature and the existing approaches, the
following research question is proposed:

RQ 3. Which purposes of analysis are addressed by the existing research on detecting weak
signals and trends for corporate foresight?

Even in the early years of this research domain, methods and tools to assist human experts in
extracting and analyzing knowledge from the ever-growing amount of data were considered
to gain in importance (Fayyad et al, 1996). Naturally, human individuals are not anymore
capable of coping with the large data volumes (Abbas et al, 2014). Recent research pointed
out that work performed by human experts should shift from the early stages of data mining
(such as data collection) to the later stages of data interpretation and decision making (Keller
and von der Gracht, 2014). Again, this implies the need for efficient computer-aided systems.
To understand and systematize the data mining techniques appropriate for mining weak
signals and trends, the following research question is proposed:

RQ 4. Which data mining techniques are used to detect weak signals and trends for corporate
foresight?

The main goal of data mining tasks is to process and visualize data in a way that facilitates
interpretation by human experts (Steinecke et al, 2011), resulting in knowledge for decision
making (Fayyad et al, 1996) and implementation strategies for corporate foresight (Keller
and von der Gracht, 2014). To gain an understanding of how the data mining results can be
interpreted, we formulate the following research question:

RQ 5. How are results from mining weak signals and trends for corporate foresight inter-
preted?

The results from mining weak signals and trends for corporate foresight are intended to
support strategic decision making (Keller and von der Gracht, 2014). Therefore, the evaluation
of newly introduced methods and algorithms plays a critical role when assessing their efficacy
and effectiveness for various purposes. Moreover, Kontostathis et al (2004) reviewed systems
for detecting emerging trends and pointed out that the selection of the performance metrics
used is critical for the evaluation results. By answering the following research question, we
seek for evidence on the efficacy and effectiveness of the methods and algorithms employed
in the literature:

RQ 6. How are efficacy and effectiveness of the approaches to detecting weak signals and
trends for corporate foresight evaluated?
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3 Method

According to the structured frameworks proposed by Kitchenham and Charters (2007) and
vom Brocke et al (2015), a systematic review consists of four steps: research identification
and search, selection and quality assessment, data extraction and classification, and data
synthesis. To answer the research questions formulated in the last section, we have performed
a systematic literature review following this process; as discussed in the following subsections,
we have adapted it to our research domain.

3.1 Research identification and search

To identify the most relevant literature, we searched the Web of Science (WoS) database.
WoS includes all journals that are listed in the Science Citation Index Expanded (SCI-
EXPANDED), and it thus provides a sufficiently broad range of literature.

A set of keywords was developed using an iterative refinement approach, weighing
feasibility against coverage (vom Brocke et al, 2015). At first, general keywords such as
“weak signal*” or “trend*” in combination with “(data OR text) AND mining” were used
to search the WoS database. The set of keywords then was refined iteratively using high-
frequency keywords from the literature obtained. Moreover, we distilled additional keywords
based on the title and abstract of the literature found using the structured keyword stemming
approach by Ferber (2003). The final query is shown in Table 1.

As for the publication dates, papers that were published before the early work on the
weak signal theory by Ansoff (1975) were not considered in the analysis because our research
aimed at discovering the state of the art in the research domain rather than tracing back
its entire development path (Rohrbeck and Bade, 2012). The latest article included was
published in March 2017. In total, 935 results were obtained using the database query.

Table 1 Search query and result count

Query TI=((”weak signal*” OR trend* OR technolog* OR topic* OR ”research f*” OR
”technolog* opportunit*” OR converg* OR fusion) AND (converg* OR detect* OR
discov* OR emerg* OR evol* OR identif* OR mining OR monitor* OR scan* OR
trac*))
AND
TS=(((trend OR data OR text) AND mining) OR ”trend detection” OR ”technolog*
forecast*” OR ”technolog* intelligence” OR ”technolog* opportunit*” OR ”emerging
topic*” OR ”topic detection” OR ”topic tracking”)

Result Count 935

3.2 Selection and quality assessment

The selection of search keywords was deliberately chosen to cover a broad spectrum of
possible keyword combinations. Consequently, the result set retrieved from WoS was expected
to contain a large number of papers not addressing the intended research domain. For this
reason, it was necessary to further filter down the search results.
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Each paper was reviewed manually, by reading its title and abstract. Papers that either
did not address our research domain or did not use data mining techniques were removed.
For example, the papers entitled “Coal in West Virginia: Geology and Current Mining
Trends” (Gayle and Blake, 1980) and “Mining trends and patterns of software vulnerabilities”
(Murtaza et al, 2016) had been received by the query. Both papers do not refer to the intended
research domain, although their titles contain the terms “trend” and “mining”. Overall, 888
papers were excluded for such reasons.

Another 5 papers were removed based on their full text. For example, the paper “Trend
mining in social networks: from trend identification to visualization” (Nohuddin et al, 2014),
which had initially been considered as relevant for our research domain, turned out to
suggest a social network trend mining framework for identifying trends in cattle movements
throughout Great Britain. Since this paper was not referring to corporate foresight, it was
excluded.

Based on the entire selection and quality assessment process, a total of 893 papers were
excluded, leaving us with 42 papers from the initial WoS search results.

We then carried out a forward and backward search to discover further relevant documents
that had not been returned by the structured database query (vom Brocke et al, 2015). 49
additional journal and conference papers were selected. Thus, all in all 91 papers were
included in the systematic literature review. For these papers, we conducted a detailed content
analysis. Figure 1 shows the steps in a flowchart.

Papers from WoS
query (n = 935)

Excluded (n = 893):
a) Based on title and abstract (n = 888)
b) Based on full text (n = 5)

Included papers
from WoS (n = 42)

Additionally included (n = 49):
Papers from forward and backward search

All included
papers (n = 91)

Fig. 1 Flowchart of the selection and quality assessment step, including forward and backward search

3.3 Data extraction and classification

Data from the papers included was extracted in a systematic way for 4 different aspects:
research discipline, data source type, purpose of analysis, and data mining technique.

First, papers were classified by their research discipline. As mentioned before, research on
corporate foresight has emphasized the need for detecting both weak signals (as the earliest
possible detection of discontinuities) and emerging trends in the corporate environment
(Ansoff, 1975; Kuosa, 2010). Thus, we classified all papers according to their focus by
distinguishing between the two research disciplines weak signal detection and emerging
trend detection. We differentiated the papers obtained based on their individual intentions.
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For example, the papers by Thorleuchter et al (2014) (“Semantic weak signal tracing”) and
Ena et al (2016) (“A methodology for technology trend monitoring: the case of semantic
technologies”) clearly formulate their objectives; they were classified as belonging to the
research discipline weak signal detection and emerging trend detection, respectively. Papers
that did not explicitly state their goal in the title or abstract, such as the paper by Yoon and
Park (2007) (“Development of new technology forecasting algorithm: Hybrid approach for
morphology analysis and conjoint analysis of patent information”) were classified based on
the intended results of the data mining process. In these cases, we have distinguished between
detecting early signals, single changes or anomalies (weak signal detection) and monitoring
medium to long-term developments over time (emerging trend detection).

Second, the existing research was grouped by the exploited data source types. We
developed the data source types described below in Section 4.2 using an inductive coding
approach (Bernard, 2006). The papers were then classified based on these categories.

Third, the purpose of analysis was another aspect studied. We built the categories used
based on the PEST classification from environmental scanning research, sometimes also
referred to as the STEP classification (Hiltunen, 2008; Carr and Nanni, 2009). This classifica-
tion scheme distinguishes between political, economic, social and technological (including
scientific research and development) factors. Combining it with our two research disciplines,
we defined a total of 8 purposes an analysis can address, from detecting political weak signals
to identifying technological trends. The categorization thus allows a deeper analysis than the
one based on the research discipline alone, and it will be used to structure our discussion in
the course of this systematic literature review.

Fourth, three aspects concerning the employed data mining techniques were analyzed.
For one, the data mining techniques were classified according to their data mining

approach. Vidhya and Aghila (2010) and Al-Azmi (2013) mainly distinguished between
text mining (analyzing patterns within unstructured text data that needs to be structured in
advance), bibliometric analysis (analyzing patterns within structured data, e.g., meta-data
such as citations or pre-structured databases) and web mining (analyzing patterns within
unstructured text data from the internet). For this research, we included web mining in the
category text mining, because it also addresses the task of analyzing unstructured text data.
As overlaps in text and data mining approaches can occur, the following three disjoint classes
were used for categorizing the papers: text mining, bibliometric analysis and joint text mining
and bibliometric analysis.

Next, the analysis of the data mining techniques was structured along the data mining
process as proposed by Fayyad et al (1996). More specifically, we considered the 5 process
steps data collection, data cleaning and pre-processing, data projection and transformation,
data mining, and data visualization.

Finally, we specifically analyzed the employed data mining methods to provide a detailed
view of possible patterns and methodological trends in combination with other categories. The
data mining methods were grouped together according to the data mining task classification
suggested by Fayyad et al (1996):

1. Change and Deviation Detection: identification of unusual data records or temporal
patterns;

2. Clustering: discovery of groups and structures that are similar to a certain extent;
3. Classification: assignment of new data to existing categories;
4. Dependency Modeling: searching for relationships between variables, e.g., using rule-

based approaches, pattern recognition, or network models;
5. Regression: finding a function which models the data with the least error;
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6. Summarization: generating a more compact representation of the data.

3.4 Data synthesis

The research questions formulated in Section 2 will be answered in Section 4 using both
quantitative and qualitative evidence from the systematic literature review. More detailed
information, such as a complete list of the papers included, the categories assigned for some
of the aspects studied, and tables with the complete classification results, are shown in the
Appendix.

4 Results

The results presentation in this section is structured according to the research questions
answered (see Section 2).

4.1 Distribution of the publications over time and outlets

In total, 91 papers were included in the systematic literature review. The earliest paper
retrieved is from 1997. When we conducted our systematic literature review, 2 relevant papers
published in 2017 were found. However, this does not allow any conclusions about recent
developments, because the year 2017 was still in progress at that time. For this reason, we
used all retrieved papers up to and including the year 2016 to study the development of the
research domain. Figure 2 shows how the papers contained in our collection are distributed
over time, distinguishing between the two research disciplines.

The first paper was published about two decades ago. Lent et al (1997) proposed a system
to identify trends in US patents by analyzing sequential patterns employing shape queries of
generalized sequential textual patterns over time. A few years later, Tho et al (2003) suggested
a web mining system to collect scientific research publications for detecting technological
trends in scientific research data.

Between 2005 and 2016, the research domain experienced an almost monotonic growth
in terms of the number of publications, with notable outliers in the years 2006 and 2010.
Overall, the results indicate that the research domain on detecting weak signals and trends for
corporate foresight using data mining has attracted growing attention over the past few years.
Our data further reveals that large parts of the growth observed are related to the research
discipline emerging trend detection, whereas the number of papers in the research discipline
weak signal detection remained almost constant.

The 91 papers analyzed were spread over a total of 52 different journals and conference
proceedings. Most of them were published in Scientometrics (18 papers). This accumulation
may be explained by the fact that this journal especially deals with quantitative features
and characteristics of science and scientific research. In contrast, only 6 papers appeared in
the journal at rank 2, Technological Forecasting and Social Change. While this journal also
publishes research on the methodology and practice of technological forecasting and future
studies, it does not predominantly focus on quantitative aspects, such as results and statistics
from data mining. Rank 3, with 4 papers each, is shared by the Proceedings of the ACM
International Conference on Knowledge Discovery and Data Mining, as well as the journals
Expert Systems with Applications and PLoS ONE.
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Fig. 2 Number of papers published between 1997 and 2016 for each research discipline

4.2 Exploited data source types

Overall, 5 categories of exploited data sources were found in the 91 papers analyzed. Scientific
publications were used in 29 papers, patents were employed in 34 papers, web sources were
exploited in 14 papers, and 23 papers made use of data from social media. Only 2 papers
used an other data source type, as described below. It is to be noted that the total number
of exploited data sources sums up to 102, which is greater than the total number of papers
analyzed. The reason for this is that a few studies used more than one source type for their
data analysis; this fact will be further analyzed in Section 4.3.

Scientific publications, including both journal and conference papers, were collected
from WoS (Santo et al, 2006; Glänzel and Thijs, 2012; Wang et al, 2015b), Scopus (Woon
et al, 2009), the National Digital Science Library of Korea (NDSL; Kim et al, 2012), and
specific journals or magazines (Mei and Zhai, 2005; Wang and McCallum, 2006; Bolelli et al,
2009).

The specific sources for patent data included databases from the European Patent Office
(EPO; Chang et al, 2010; Veugelers et al, 2010; Caviggioli, 2016), the World Intellectual
Property Organization (WIPO; Veugelers et al, 2010), the Japan Patent Office (JPO; Veugelers
et al, 2010), the Derwent World Patents Index (DWPI; Wu et al, 2010; Huang et al, 2015; Ma
and Porter, 2015), the State Intellectual Property Office of the People’s Republic of China
(SIPO; Trappey et al, 2011), the United States Patent and Trademark Office (USPTO; Gerken
and Moehrle, 2012; Jun et al, 2012a; Geum et al, 2013) and the NDSL (Kim et al, 2012), as
well as the Australian Government Intellectual Property Department Database (IP Australia;
Chen et al, 2015).

Among the web sources exploited were web news sites and newsgroups (Nasraoui et al,
2006; Liu et al, 2009; Kim et al, 2013), websites and weblogs (Goorha and Ungar, 2010;
Veugelers et al, 2010; Thorleuchter et al, 2014), and RSS feeds (Dueñas-Fernández et al,
2014).

Moreover, data collected from the source type social media included social bookmarks
from del.icio.us (Wetzker et al, 2010), topic-specific online communities and forums (Lu
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et al, 2013), Twitter (Adedoyin-Olowe et al, 2013; Rill et al, 2014; Song et al, 2014), Sina
Weibo (a Chinese microblogging platform; Luo et al, 2015), Tencent QQ (a Chinese instant
messaging platform; Wang et al, 2015a), Wikipedia (Kämpf et al, 2015), and image meta-data
from Flickr (Bao et al, 2015).

As mentioned before, the data source type of 2 papers was classified as “other”. First,
the paper by Moreira et al (2015) used a pre-populated database of weak signals that had
been populated manually by domain experts. This database contained any information that
appeared to be relevant to these experts, formulated as summarizing sentences (e.g., “Wind
energy may be a development factor in Brazil”). Second, the paper by Ena et al (2016) used
specific databases containing foresight projects, European Commission projects and an online
newspaper and magazine aggregator.

4.3 Purposes of analysis

As pointed out in Section 3.3, we distinguish between 8 different purposes of analysis.
Detecting economic weak signals aims at finding changes that refer to macro- and

microeconomic changes in the corporate environment. These changes are expected to occur
in areas of interest that are strategically relevant for companies concerning economic stability
(Bun and Ishizuka, 2006) as well as surprising economical announcements and events (Liu
et al, 2009). 2 papers were classified to pursue this purpose of analysis.

Mining data for technological weak signals focuses on the identification of early signals
and changes in the (scientific) research and development (R&D) space. The main goal is not
to identify and track technological developments over time, but rather to find the “needle in
the haystack” in large document collections to support corporate decision making concerning
R&D investments (Veugelers et al, 2010). Results from the analysis can be used to develop
awareness for technological threats and opportunities or to support idea generation (Yoon
and Park, 2007) and strategic technology planning (Yoon and Kim, 2012). Findings are
also probed for their fit with existing internal technological competencies (Veugelers et al,
2010), and are evaluated for their practical relevance to support researchers, practitioners and
companies as early as possible in deciding whether to pursue or neglect new developments
(Geum et al, 2013). In total, 17 papers have been classified as belonging to this category.

Interestingly, none of the papers analyzed applied weak signal detection to mining for
political weak signals and social weak signals. In fact, research in the domain dealing with
social factors has postulated that the related data basis is perceived as a constant stream of
text with unmanageable heterogeneity. Thus, if a system tried to detect weak signals in such
data, it can be expected to produce a huge number of results, spamming its users (Goorha
and Ungar, 2010; Bao et al, 2015; Pinto et al, 2015).

Relating to the shift from traditional communication channels (such as newspapers and
TV) to online communication channels (such as websites, weblogs and social media), mining
data for political trends can assist in detecting political topics and opinions (Rill et al, 2014;
Song et al, 2014) as well as political news and events (Mei and Zhai, 2005; Gaul and Vincent,
2017) that are likely to influence the corporate environment. 4 of our papers have been
classified as targeting this purpose of analysis.

Shifts in the entire economy are analyzed by detecting economic trends in publicly
available data, related to both macro- and microeconomic factors. It includes corporate-
related financial news (Dai et al, 2010) as well as the analysis of industry convergence
patterns (Preschitschek et al, 2013; Weenen et al, 2013; Kim et al, 2015b). The latter category
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specifically observes blending boundaries between previously disjoint areas in markets or
industries. This purpose of analysis has been identified in 5 papers.

The increasingly-available data concerning all societal aspects of human mankind is
considered to serve as a sensor for real-world events (Aiello et al, 2013). Thus, the detection
of social trends enables companies to react to new and emerging trends even faster than
before (Cataldi et al, 2013). The applications are manifold: a company may quickly discover
(shifts in) the customers’ opinions about the company and its products (Goorha and Ungar,
2010; Luo et al, 2015). Furthermore, quickly-emerging health-related topics (Lu et al, 2013;
Parker et al, 2013), hot product recommendations and incidences (Fang et al, 2014) and
intensively-discussed general topics in society (Wang et al, 2015a) are subjects of mining
social trends. In our literature corpus, we have found 22 papers belonging to this category.

Papers mining for technological trends aim at identifying the R&D landscape of a
particular area, monitoring its developments over time (Ena et al, 2016). By quickly adapting
to new technological developments, as well as by defending against possible threats and
exploring new business opportunities, the analysis of research and technological trends is
used to support corporate R&D investment decisions (Shih et al, 2010; Lee et al, 2011), thus
encouraging companies to develop innovative products and technology strategies (Nguyen
et al, 2016). While in the past experts from R&D tended to determine technology trends and
investment decisions based on intrinsic knowledge and experience (Wang et al, 2010), modern
approaches make use of complex data mining techniques (Woon et al, 2009; Chen et al, 2015;
Nguyen et al, 2016). A specialized form of detecting trends in the technology space is the
creation and usage of technology roadmaps. Its intention is to integrate the entire historical
trajectory of a technology or a technology area, in combination with its current state of the art
and knowledge that points towards future developments to predict future pathways (Huang
et al, 2015; Jeong and Yoon, 2015; Ma and Porter, 2015; Wang et al, 2015b). Moreover, the
convergence of entire technological areas can be identified by mining data for technological
convergence patterns (Curran and Leker, 2011). Such patterns can be differentiated into
supply-side convergence, i.e., the conversion of technological functionality, and demand-side
convergence, including the satisfaction of latent needs based on the converged technological
capabilities (Kim et al, 2014; Caviggioli, 2016). Overall, 41 of all papers obtained have been
assigned to the purpose of mining technological trends.

Figure 3 visualizes the distribution of all papers over the various purposes of analysis.
Analyzing the purposes of analysis in conjunction with the exploited data source types

from Section 4.2, our data naturally reveals clear associations between them. However, some
remarkable outliers can be identified.

For the detection of technological weak signals, 14 out of 17 papers relied on either
scientific publications or patents as the only data source type. One exception for this purpose
of analysis is the semantic weak signal tracing approach by Thorleuchter et al (2014), using
web data; another exception, employing a pre-populated database of weak signals manually
collected by domain experts, was presented by Moreira et al (2015). Veugelers et al (2010)
incorporated scientific publications, patents and web sources to provide a more holistic
overview of the detected technological weak signals.

Technology trend identification made use of scientific publications and patent databases
in all 41 cases. Hereby, the papers by Wu et al (2010), Curran and Leker (2011) and Kim et al
(2012) exploited a combination of patents and scientific publications. Adding to this, Ena et al
(2016) introduced a systematic monitoring approach to gain multi-perspective knowledge
on technological trends based on scientific publications, patents, web sources, and other
data such as foresight projects, European Commission projects and an online newspaper and
magazine aggregator.
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Fig. 3 Distribution of papers for each purpose of analysis

Economic trends pointing towards the convergence of entire markets and industries have
been detected in patents (Preschitschek et al, 2013; Weenen et al, 2013) and web sources
(Kim et al, 2015b), whereas other economic shifts were observed in financial news data (Dai
et al, 2010) and social media data (Wetzker et al, 2010).

In summary, 83 of the 91 papers analyzed made use of one single data source type,
revealing a clear association between the purposes of analysis and the data source types.
However, 8 papers exploited more than 1 source type to reach their goals: 6 out of these 8
papers analyzed 2 different source types (Goorha and Ungar, 2010; Wu et al, 2010; Curran
and Leker, 2011; Kim et al, 2012; Dueñas-Fernández et al, 2014; Bao et al, 2015), 1 paper
analyzed 3 different source types (Veugelers et al, 2010), whereas Ena et al (2016) exploited
4 different source types in their approach. We did not find any papers analyzing data from
more than 4 different source types.

Table 2 visualizes the distribution of purposes of analysis combined with the exploited
data source types.

4.4 Data mining techniques

For answering the research question on the data mining techniques, we structure our results
based on the data mining technique classes and subclasses formulated in Section 3.3. First,
we present our results concerning the data mining approaches used. Second, we study the
data mining techniques employed along the data mining process. Moreover, we specifically
zoom into the data mining method perspective to learn more about possible commonalities
and outliers. As none of the papers in our corpus aimed at mining political and social weak
signals, those two categories are neglected in the further course of this analysis.
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Table 2 Data source types exploited for the different research disciplines and purposes of analysis

Weak Signal Detection Emerging Trend Detection

Si
ng

le
so

ur
ce

ty
pe

Scientific Publications Technological Weak Signals 6 Technological Trends 18

Patents Technological Weak Signals 8 Economic Trends 2

Technological Trends 19

Web Sources Economic Weak Signals 2 Political Trends 2

Technological Weak Signals 1 Economic Trends 2

Social Trends 2

Social Media n/a - Political Trends 2

Economic Trends 1

Social Trends 17

Other Technological Weak Signals 1 n/a -

Total 18 65

M
ul

tip
le

so
ur

ce
ty

pe
s

Scientific Publications
+ Patents

n/a - Technological Trends 3

Web Sources + Social
Media

n/a - Social Trends 3

Scientific Publica-
tions + Patents + Web
Sources

Technological Weak Signals 1 n/a -

Scientific Publica-
tions + Patents + Web
Sources + Other

n/a - Technological Trends 1

Total 1 7

4.4.1 Data mining approach

We first analyzed all 91 papers for their data mining approaches, taking into account their
research disciplines and purposes of analysis. A more detailed analysis of the individual
data mining methods will be presented in Section 4.4.5. Table 3 summarizes the absolute
frequencies, abbreviating weak signal detection by WSD, and emerging trend detection by
ETD.

Out of all papers analyzed, text mining (58 papers) was applied far more often than
bibliometric analysis (18 papers) and joint analysis (15 papers). Shifting the perspective to
the combination of data mining approaches and purposes of analysis, bibliometric analysis
as the single data mining approach was not used for detecting economic weak signals and
political trends. Moreover, a joint application of text mining and bibliometric analysis was
primarily applied in technological domains, namely technological trends (12 papers) and
technological weak signals (2 papers).

It is noteworthy that purposes of analysis which focus on identifying political, economic
and social factors tend to primarily rely on text mining, whereas purposes of analysis which
focus on detecting weak signals and trends in the R&D space make use of both text mining
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and bibliometric analysis. The only exception to this observation is the paper by Liu et al
(2009), applying a joint analysis on web news pages to detect economic weak signals. This
observation could indicate that these approaches have been particularly promising for the
respective purposes of analysis.

Table 3 Research disciplines, purposes of analysis, and data mining approaches

Te
xt

M
in

in
g

B
ib

lio
m

et
ri

c
A

na
ly

si
s

Jo
in

tA
na

ly
si

s

To
ta

l

W
SD

Economic Weak Signals 1 0 1 2
Technological Weak Signals 11 4 2 17

Total WSD 12 4 3 19

E
T

D

Political Trends 4 0 0 4
Economic Trends 4 1 0 5
Social Trends 20 2 0 22
Technological Trends 18 11 12 41

Total ETD 46 14 12 72

Total Overall 58 18 15 91

4.4.2 Data collection

In data mining, queries are used to limit down the retrieved data in order to focus on specific
contents (Abbas et al, 2014; Thorleuchter et al, 2014). If no queries are used, too much data
is collected, thus increasing the probability of irrelevant results (Goorha and Ungar, 2010).
With a query that is too broad, results may be too general. However, if the query is too narrow,
there is a risk of missing important data. For queries created by human experts, results may be
incomplete or biased towards the experts’ field of expertise (Grandjean et al, 2005; Milanez
et al, 2014; Huang et al, 2015), thus introducing human bias into the data collection process
(Palomino et al, 2013).

Out of all 91 papers analyzed, 30 papers did not use expert-based queries to collect the
data from their targeted data sources, while 61 papers did. However, only 1 of these 61 papers
applied a structured approach for generating the query: Milanez et al (2014) employed the
modularized Boolean search strategy by Porter et al (2008) to retrieve patents from DWPI.
All other 60 papers did not show any indication of a structured query creation and expansion.
Instead, their queries were manually created to the best of the authors’ or the involved experts’
knowledge. We also did not see the application of any other approach to support query
creation, such as automated query generation and expansion (Robertson, 2004; Imran and
Sharan, 2010).

Figure 4 visualizes the distribution of expert query usage for each purpose of analysis.
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Obviously, purposes of analysis exploiting economic and social factors are relying on
expert-based queries to a lesser degree than purposes of analysis analyzing political and
technological factors. One reason might be that research in the latter areas tries to answer
specific questions in specific knowledge domains, like political trends concerning specific
political parties (Rill et al, 2014), or specialized R&D topics like nano* and nanocrystal*
technologies (Santo et al, 2006), magnetic random access memory technologies (Wang et al,
2010), or RFID technologies (Trappey et al, 2011).
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Fig. 4 Distribution of expert query usage for each purpose of analysis

Furthermore, most of the data collection techniques did not allow for corpus updates
(76 of the 91 papers). This means that after collecting the data, the document collection
was considered to be static; no further documents could be included anymore. If additional
documents were found at a later point in time, then an entirely new analysis would have to be
conducted, instead of refining the previous results based on the recently-detected documents.

Figure 5 depicts the use of data corpus updates for each purpose of analysis.
It is remarkable that hardly any approach in the technological domain allows for corpus

updates. The sole exception is the one presented by Thorleuchter et al (2014), exploiting
web data to detect technological weak signals. In contrast to this, the possiblity of corpus
updates is much more wide-spread among approaches mining for economic, political, and
social factors, which primarily focus on web sources and social media data (see Table 2).
Indeed, these are also the data source types perceived as a constant stream of text contents by
the research on social trends (Goorha and Ungar, 2010; Bao et al, 2015; Pinto et al, 2015)
mentioned before in Section 4.3. Such information needs to be collected at a higher frequency
than data from other sources, which explains why the related research often allows for corpus
updates.
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Fig. 5 Distribution of data corpus updates for each purpose of analysis

4.4.3 Data cleaning and pre-processing

The application of data cleaning and pre-processing techniques is expected to increase the
performance of the data analysis (Aiello et al, 2013; Thorleuchter and van den Poel, 2013).
49 of the 91 papers made use of at least one data cleaning and pre-processing technique,
while 8 papers explicitly stated that cleaning and pre-processing were not employed. In 34
cases, such techniques were not mentioned at all; this may hint at the fact that they were not
performed, but it is impossible to say with certainty.

Techniques that were used include filtering of unwanted characters, punctuation or white-
spaces (e.g., Bello-Orgaz et al, 2014; Luo et al, 2015; Wang et al, 2015a), case conversion
to lowercase (e.g., Wang and McCallum, 2006; Guo et al, 2011; Thorleuchter et al, 2014),
stemming (e.g., Wang et al, 2010; Lee et al, 2011; Lu et al, 2013), stop-word removal (e.g.,
Wang et al, 2010; Yoon and Kim, 2012; Luo et al, 2015), correction of typographical errors
(Thorleuchter et al, 2014), feature filtering based on Zipf’s law or variations (e.g., Wang and
McCallum, 2006; Thorleuchter et al, 2014; Huang et al, 2015), feature filtering based on too
little or too many characters (e.g., Wang and McCallum, 2006; Thorleuchter et al, 2014),
fuzzy word matching (Huang et al, 2015), synonym replacement/aggregation (e.g., Aiello
et al, 2013; Moreira et al, 2015) and expert-based involvement in cleaning and pre-processing
the data (e.g., Guo et al, 2011; Kim et al, 2013; Huang et al, 2015).

Authors who did not make use of any data cleaning and pre-processing techniques gave
various reasons for their choice. For example, Mei and Zhai (2005) intentionally did not apply
any cleaning and pre-processing techniques to test the robustness of their newly-introduced
algorithms. Cataldi et al (2013) wanted to consider all words that Twitter users submitted
to update their status; these authors believed that noisy data may be filtered out by adapting
standard text analysis methods using techniques similar to inverse frequency. Lee et al (2014)
replaced the automatic data cleaning and pre-processing by iterative and manual tasks to
generate and select keywords for further processing. Takahashi et al (2014) used Twitter-
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mentioning behaviors of users to detect anomalies in links that were then tested against
their business for detecting emerging topics, where no pre-processing was required. Some
authors, such as Shibata et al (2011), did not give any reasons for skipping the data cleaning
and pre-processing step. In their discussion, Woon and Madnick (2012) commented that
filtering and data cleaning mechanisms are required due to the inconsistent quality of data
received from publicly-available databases, yet the authors did not apply any such technique
to their data set. Jun et al (2012b) stated that they employed pre-processing techniques,
but they in fact equated the task of pre-processing data with text mining and vector space
projection of keywords into a document-term matrix; they did not perform any data cleaning
and pre-processing task in the proper sense. Figure 6 summarizes the quantitative findings
separately for each purpose of analysis.

We analyzed the applied techniques from other viewpoints as well, but we did not find
any noticeable patterns. For example, 4 of the 8 papers that definitely did not apply any data
cleaning and pre-processing techniques were concerned with text mining, while the other 4
applied bibliometric analysis. Although one might have expected in advance that it is mainly
bibliometric data for which cleaning and pre-processing are not required, this does not seem
to be the case.
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Fig. 6 Distribution of (non-)usage of data cleaning and pre-processing techniques for each purpose of
analysis

4.4.4 Data projection and transformation

During the analysis of the literature, we found that there are two main approaches for
performing data projection and transformation: automated and expert-assisted (manual)
approaches. Automated approaches to project and transform the data into a structured format
do not need any human involvement, whereas expert-assisted approaches require assistance
in at least one step. A paper was classified to be expert-assisted if any human involvement
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in that particular task was observed, thus indicating that this task was not performed fully
automated. Still, these papers might also apply automated techniques during some part of the
process.

64 of all 91 papers employed completely automated data projection and transformation
techniques, while 27 papers relied on human experts in at least in one step. Figure 7 depicts the
distribution of automated and expert-assisted data projection and transformation techniques
for each purpose of analysis.

It is remarkable that the detection of technological weak signals predominantly uses
expert-assisted data projection and transformation techniques (9 out of 17 papers), whereas
the other 5 purposes of analysis more frequently rely on fully-automated approaches. For
example, Yoon and Park (2007) based the central part of their analysis (morphology matrix)
on a predefined structure that was created iteratively by domain experts. Yoon and Kim
(2012) made use of additional human screening in the process of pre-processing as well as
screening meaningful subject-action-object (SAO) structures for further data mining. Geum
et al (2013) described keyword extraction as a repetitive process in which expert judgment
plays an important role in defining the keywords, and Lee et al (2014) applied an iterative,
expert-assisted approach to create, select and expand the set of SAO structures.

Automated approaches included statistical, linguistic and semantic techniques from
Natural Language Processing (NLP), such as Generalized Sequential Patterns (GSP; Lent
et al, 1997), Named Entity Recognition (NER; Liu et al, 2009; Goorha and Ungar, 2010),
Point-of-Speech (PoS) tagging (e.g., Abe and Tsumoto, 2010; Wang et al, 2015b; Nguyen
et al, 2016), SAO structures (e.g., Gerken and Moehrle, 2012; Lee et al, 2014) and Latent
Semantic Analysis (LSI; Thorleuchter et al, 2014), amongst others. When using text mining,
these techniques were mainly employed to tag and filter extracted features for projecting the
previously-unstructured text data into a structured vector space model, to which subsequent
mining techniques could be applied.

Manual techniques included the creation of features on a completely manual basis (Lee,
2008), or at least human expert screening of automatically-generated keywords or features
(Abe and Tsumoto, 2010; Lee et al, 2011; Yoon and Kim, 2012). Similar to the findings
on expert assistance in creating queries for data collection from Section 4.4.2, any expert-
assisted involvement in data projection and transformation may introduce bias into the data
(Grandjean et al, 2005; Milanez et al, 2014; Huang et al, 2015).

4.4.5 Data mining methods

To systematize the existing literature with respect to the data mining methods, we used the
classification scheme introduced in Section 3.3. More specifically, we employed a combined
perspective of purposes of analysis and data mining methods to analyze the data towards
possible patterns and methodological trends. Since the data mining process can involve
multiple iterations and loops between any two mining steps performed (Fayyad et al, 1996),
several data mining methods may be employed in one paper. We therefore classified each
paper based on the data mining method that was predominantly used during the analysis.
For example, Song et al (2014) based their analysis of the political landscape in Twitter data
on probabilistic topic modeling using multinomial latent Dirichlet allocation (LDA), before
plotting the topics identified as a time series to visualize which topics are rising over time.
We thus determined classification, which includes LDA, to be the predominant data mining
method in this paper. The detailed overview of the applied methods can be found in Table 5
in the Appendix.
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Fig. 7 Distribution of automated vs. expert-assisted data projection and transformation techniques for each
purpose of analysis

The analysis of the literature revealed some interesting co-occurrences of data mining
methods, purposes of analysis, and data source types that can be interpreted as common
patterns and methodological trends.

First, our data showed that dependency modeling methods, such as network analysis
and rule-based approaches, were mainly used in emerging trend detection, whereas weak
signal detection barely made use of such methods: the detection of technological trends (41
out of 91 papers) predominantly relied on dependency modeling (17 papers), followed by
change and deviation detection (9 papers) and clustering (7 papers) whereas the detection of
technological weak signals (17 out of 91 papers) primarily focused on change and deviation
detection as well as clustering methods (8 papers each). This may indicate that other methods
are not very effective in detecting weak signals (or have not been applied so far), but are
preferably used in such settings.

Next, it was found from the detailed analysis of the applied methods (see Table 5 in the
Appendix) that classification approaches using probabilistic topic modeling such as LDA
and other probabilistic models were predominantly applied when mining social trends (8
papers, e.g., Luo et al, 2015; Wang et al, 2015a; Yang et al, 2016; Xie et al, 2016) whereas
only 2 papers used this method in modeling trends in R&D (Wang and McCallum, 2006;
Bolelli et al, 2009). As mentioned in Section 4.3, the data used for detecting social trends is
interpreted as a constant stream of textual data, which necessitates the possibility of corpus
updates (see Section 4.4.2). The probabilistic topic models used are capable of saving and
retaining their state of the model, thus satisfying this requirement.

Another common pattern revealed is that change and deviation detection, including time
series and outlier analysis (26 out of 91 papers), was primarily found to be employed in
mining technological weak signals and trends (17 papers, e.g., Shibata et al, 2011; Woon and
Madnick, 2012; Nguyen et al, 2016), which mainly used scientific publications and patents as
data source type but exploited web sources and social media data to a notably lesser degree.
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From a timing perspective, it can be observed that research papers have recently started
to apply more complex data mining methods. For example, detecting technological trends
originally focused mainly on change and deviation detection and clustering methods; since
2014, there has been a shift to more complex algorithms (Huang and Chang, 2014; Wang
et al, 2014; Cheng et al, 2015; Mryglod et al, 2016; Tu and Hsu, 2016). This trend is in line
with the emerging number of applications of more sophisticated topic models (such as LDA
and its extensions) when detecting social trends. Our observation may hint at the fact that the
research domain has been maturing over time, now employing more complex models than
when it initially emerged.

The quantitative findings of the analysis are summarized in Table 4, and a more detailed
overview of the qualitative findings is given in the following paragraphs.

Table 4 Research disciplines, purposes of analysis, and data mining methods
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Economic Weak Signals 0 0 0 1 0 1 2
Technological Weak Signals 8 8 0 1 0 0 17

Total WSD 8 8 0 2 0 1 19

E
T

D

Political Trends 1 2 1 0 0 0 4
Economic Trends 2 1 1 1 0 0 5
Social Trends 6 5 8 2 1 0 22
Technological Trends 9 7 5 17 3 0 41

Total ETD 18 15 15 20 4 0 72

Total Overall 26 23 15 22 4 1 91

Despite the common patterns and trends observed, the data reveals a high heterogeneity
of data mining methods applied. However, when grouping the data by the purpose of analysis,
like in Table 5 in the Appendix, rough tendencies can be worked out.

When detecting technological weak signals, the main methods applied to patent data were
based on change and deviation detection such as co-word analysis (Lee, 2008), term growth
analysis (Guo et al, 2011), citation analysis (Shibata et al, 2011), and co-citation analysis
(González-Alcaide et al, 2016). In contrast, methods that were predominantly applied to
scientific publication data showed a certain tendency towards clustering techniques such as
k-means (Veugelers et al, 2010), support-vector clustering (Jun et al, 2012b) or k-medoids
clustering (Moreira et al, 2015) and the semantic SAO analysis (Gerken and Moehrle, 2012;
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Yoon and Kim, 2012; Lee et al, 2014). Mining economic weak signals did no reveal a
tendency towards commonly-used methods.

Identifying social trends predominantly applied probabilistic topic modeling such as
LDA and modified topic models (Lau, 2012; Aiello et al, 2013; Luo et al, 2015; Xie et al,
2016), change and deviation detection using term growth analysis (Cataldi et al, 2013; Parker
et al, 2013; Kim et al, 2015a) and various clustering approaches (Bello-Orgaz et al, 2014;
Fang et al, 2014; Bao et al, 2015).

Applied methods in mining technological trends showed a tendency to make use of
dependency modeling including network analysis using cluster-based networks (Lee et al,
2010; Wang et al, 2014; Mryglod et al, 2016; Tu and Hsu, 2016), co-occurrence networks
(Wang et al, 2010), SAO networks (Choi et al, 2011) and co-citation networks (Barirani et al,
2013) as well as change and deviation techniques such as term growth analysis (Santo et al,
2006; Fan and Chang, 2008; Abe and Tsumoto, 2010; Park et al, 2011; Tu and Seng, 2012)
and rule-based analysis, such as sequential pattern mining (Lent et al, 1997) and association
rule mining (Shih et al, 2010; Jun et al, 2012a). As a sub-category, the creation of technology
roadmaps was found to be a highly manual process requiring substantial expert involvement
and being supported by keyword clustering (Jeong and Yoon, 2015; Ma and Porter, 2015),
patent-citation network analysis (Huang et al, 2015) and SAO-based analysis (Wang et al,
2015b). Analyzing technological convergence patterns primarily relied on co-occurrence
analyses – such as co-classification (Curran and Leker, 2011) and co-classification of patent
IPC codes (Caviggioli, 2016) – and dependency modeling in the form of patent-citation
network analysis (Kim et al, 2014).

For political and economic trends, our data did not reveal any patterns.
Although no universally-valid processing chain can be observed, our data showed clear

tendencies concerning the data mining methods used (and therefore expected to deliver
promising results) for specific purposes of analysis. These insights can be used to select the
best processing methods for different purposes and contexts of corporate foresight.

4.4.6 Data visualization

Many papers employed more than one visualization technique to present their results without
relying on a predominant form. Thus, the total number of visualization techniques encountered
(190) is greater than the total number of papers (91).

The 3 most-frequently-used kinds of visualization were basic charts, such as line charts,
pie charts, bar charts, column charts or tables (78 of all 91 papers), time series or timeline
visualization (52 papers) and network or graph visualizations (28 papers). Additional visual-
ization techniques employed were topic maps (9 papers), roadmaps (4 papers), scatterplots (4
papers), clouds (3 papers), radars (3 papers), world maps (2 papers) and classification trees (1
paper).

A combined analysis of the data visualization techniques employed, the data mining
approaches and the purposes of analysis did not reveal any noteworthy patterns. However,
it is remarkable that the papers analyzed primarily used simple visualization techniques to
present their analysis results.

4.5 Result interpretation

To understand the authors’ approach to interpreting weak signals and trends, papers were
classified into 2 categories: 53 of the 91 papers used some quantitative criterion or statistic
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to interpret their results (e.g., statistical trend indicators), while the remaining 38 papers
interpreted their results describing the analysis output qualitatively, not relying on any
quantitative measure. Figure 8 visualizes the findings on the interpretation of analysis results
with respect to the different purposes of analysis.

To give some examples for an interpretation based on quantitative statistics, Hennig et al
(2013) interpreted trends in social networks using the average slope and intercept values that
classify if a term is trending or not, and Nguyen et al (2016) interpreted technology trends
as normalized occurrence weights of a specific term in a certain number of documents in a
particular time slot.

With respect to qualitative interpretation, Lee (2008) classified hubs in the generated
knowledge map, which in turn were considered as R&D weak signals. Similarly, Huang
and Chang (2014) labeled the clusters obtained from hierarchically clustering highly-cited
articles as R&D trends.

An interesting approach to enhance the interpretability of results was suggested by Veugel-
ers et al (2010). The authors created technology intelligence profiles that were connected to
external data sources. Further data was pulled from external sources (such as the number of
detected companies, key companies, recent Google alerts and internet keywords) to provide
domain experts with additional context information.
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Fig. 8 Distribution of result interpretation on a quantitative and a qualitative basis for each purpose of
analysis

In addition to the results interpretation, we observed an overlap in interpretation termi-
nology in various papers. Research on detecting weak signals and trends tends to introduce
a certain level of ambiguity of terminology. For example, automatically-identified topics
(Lau, 2012) were labeled as trends by the authors. A literature overview by Eckhoff et al
(2014) mixed the terminology on weak signals and trends when referring to “the application
of a quantitative model for detecting weak signals (emerging trends) with the help of a[n]
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inference model and Bayesian network”. To overcome this ambiguity, a study by Saritas and
Smith (2011) provided a clear and concise distinction between the terminologies of future-
related objects. Following these authors’ research, weak signals are defined as “early signs of
possible but not confirmed changes” that may represent first signs of future trends. In turn,
trends are considered as “change factors that arise from broadly generalizable change and
innovation” that last several years and that usually have a global reach. Furthermore, some
authors used the term “topics”, although they did not perform any typical topic modeling;
they instead used this term to describe clusters generated by the usual clustering algorithms.
For example, Tu and Seng (2012) stated that “an emerging trend is a topic area that is growing
in interest and utility over time”. Chang et al (2010) and Bao et al (2015) similarly mixed the
terminology related to topics and clusters.

4.6 Evaluation techniques

Since one of the main goals of mining weak signals and trends is to increase the level of
automation, the efficacy and effectiveness of newly-developed algorithms and proposed
solutions need to be evaluated by using meaningful techniques.

In many of the papers analyzed, the authors applied multiple evaluation techniques. Thus,
the total number of evaluation techniques applied (136) is greater than the total number of
papers (91). Figure 9 shows the evaluation techniques used for each purpose of analysis.
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Fig. 9 Distribution of evaluation techniques for each purpose of analysis

All 91 papers employed use cases or case studies as a qualitative form of evaluation. With
this technique, authors tested their methodology either on synthetic datasets (e.g., Chi et al,
2006; Takahashi et al, 2014; Bao et al, 2015) or on real datasets (e.g., Thorleuchter and van
den Poel, 2013; Rill et al, 2014; Wang et al, 2015b). Typically, papers using this form of
evaluation came to the conclusion that the results are promising.
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A qualitative evaluation by external domain experts (different from the authors them-
selves) was additionally applied in 19 papers. In these papers, experts were asked to evaluate
the effectiveness of the employed data mining approaches to detect weak signals and trends.
In general, domain experts provided positive feedback on the results of the applied data
mining techniques to the respective goal and purpose of analysis at hand (Veugelers et al,
2010; Huang and Chang, 2014; Thorleuchter et al, 2014).

More specifically, different levels of effectiveness can be observed by analyzing the
experts’ statements: some authors have criticized the outcomes to be too general and high-
level (Tu and Seng, 2012; Ma and Porter, 2015), whereas both papers applied simple term
growth and keyword clustering approaches without allowing for a finer-grained analysis. At
the basic level, experts stated that the outcomes of the data mining analysis can provide a
complete overview of the knowledge domain analyzed (Huang and Chang, 2014; Ena et al,
2016), that the proposed solutions are able to find core roots of innovations (Chen, 2006) and
that the results generally are in line with the domain experts’ expertise (Glänzel and Thijs,
2012; Huang and Chang, 2014). The presented algorithms and solutions were also seen as
capable of counteracting the human actor bias, providing more objective evidence for weak
signals and trends (Shibata et al, 2011; Jun et al, 2012b; Geum et al, 2013). Moreover, few
experts stated that the applied methods can save valuable time (Lee et al, 2014) and have a
positive financial impact by greatly reducing costs (Shibata et al, 2011; Wang et al, 2015b).
The experts also confirmed that the applied methods identified new weak signals and trends
that would otherwise have gone unnoticed by them (Shibata et al, 2011; Geum et al, 2013;
Lee et al, 2014).

On the quantitative side, 26 papers employed specific performance indicators to evaluate
the efficacy of the approaches, such as precision, recall, and the F-measure (Lau, 2012;
Thorleuchter et al, 2014; Tu and Hsu, 2016), accuracy (Kim et al, 2012; Geum et al, 2013;
Kim et al, 2015a) as well as perplexity (Wang et al, 2015a). In most cases, the statistics
derived had high values.

Overall, the evaluations of the proposed methods still rely on use cases for the major
part. Moreover, there may be the danger of a publication bias: the quantitative measures
employed could have been chosen deliberately to yield high values, because manuscripts
presenting unfavorable results of the proposed methods may have a reduced chance of getting
accepted for publication. Many authors also claimed to have analyzed their data in real time,
yet they did not evaluate the algorithm performance in terms of time or computational cost.
These facts make it impossible to confirm the quantitative efficacy of the applied data mining
methods when detecting weak signals and trends. A more detailed empirical study on the
efficacy of the applied methods should therefore investigate the performance of the proposed
approaches based on quantitative evidence.

Combining the qualitative evaluations from domain experts with the quantitative evalua-
tions by the authors, there are indications that both the efficacy and effectiveness of mining
weak signals and trends using the presented data mining methods can be rated positively, but
there is still room for improvements and further research.

5 Discussion

Based on the results of our systematic literature review, we have derived 5 findings that we
will present in the following subsections.
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5.1 Need for improved search strategies

Obviously, the quality of the collected data has a significant impact on the quality of the
data mining results (Al-Azmi, 2013; Blomqvist, 2014). The literature analyzed revealed that
there is a fine line between different forms of search strategies and queries for data collection.
The broader the query, including the possiblity of applying no query at all, the higher the
coverage, thus lowering the risk of missing important data; however, this incurs the risk of
too general results (Goorha and Ungar, 2010; Al-Azmi, 2013). In contrast to that, the more
narrow the query, the lower the coverage, thus increasing the danger of missing important
data but lowering the risk of too general results (Palomino et al, 2013).

Shifting the focus to the goals of weak signal detection and emerging trend detection,
another dimension needs to be considered: as weak signal detection aims at identifying
discontinuities as early as possible, a weak signal scanning system should possibly process
as much data as possible in order to detect fine-grained changes in it. Naturally, the data
used should have the highest coverage possible (broad or no query), but this has been found
to quickly spam users as a lot of noise is introduced by irrelevant data (Goorha and Ungar,
2010; Bao et al, 2015; Pinto et al, 2015). To cope with this issue, most of the proposed
solutions in the area of weak signal detection in our literature corpus used expert queries
to limit the data coverage (16 out of 19 papers, about 84%). Emerging trend detection, on
the other hand, analyzes medium- to long-term developments in order to detect trends using
quantitative statistics and thus bases the analysis on a broader data base than weak signal
scanning. Consequently, proposed solutions in the papers analyzed made use of expert queries
to a lesser degree (45 out of 72 papers, about 63%) because their approaches are found to
be more robust due to their broader data base. Thus, the decision between the breadth and
depth of the applied query is suspected to be a critical success factor for the efficacy and
effectiveness of the proposed approaches.

However, although 61 of the 91 papers analyzed used some form of expert-based queries,
only 1 of them was found to employ a structured query generation process (Milanez et al,
2014). In all other approaches the search queries for data collection were created to the best
of the authors’ or the involved experts’ knowledge.

Existing approaches to improving the data quality, such as automated query generation
and expansion (Robertson, 2004; Imran and Sharan, 2010) were not employed in the included
literature (see Section 4.4.2). Other research domains with similar issues concerning data
quality have already employed methods to cope with them. For example, in terms of the
performed process steps systematic literature reviews share important similarities with data
mining. Both start with developing an understanding of the goals and the formulation of
research questions; data is then collected, pre-processed and structured for further analysis
and interpretation in the context of specific questions (Fayyad et al, 1996; Kitchenham and
Charters, 2007; vom Brocke et al, 2015). Typical problems, such as the publication bias
(Kitchenham and Charters, 2007) or limited literature coverage (vom Brocke et al, 2015),
have already been addressed by research on literature reviews. For example, Ferber (2003)
proposed a structured keyword stemming approach to create and expand search queries.
Following this line of thought, it may be assumed that already-employed techniques from
other research domains could also be used in data mining. We therefore suggest the following
finding:

Finding 1. Methods and lessons learned from other research domains with similar problems
and limitations should be transferred to the research domain of data mining, in order to
improve search strategies, data quality and results.
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5.2 Lack of automation

The literature analyzed, and especially the more recent research, showed a demand for a
higher degree of automation. For example, Lee et al (2011) suggested to further systematize
and automate their proposed method, as it contained a considerable number of steps that
needed to be performed manually. Keller and von der Gracht (2014) postulated that large
parts of the foresight process should be automated, allowing expert involvement to be moved
from the early phases of data collection and transformation to interpretation and decision
making, where human knowledge cannot (yet) be replaced by an automated solution (Lee
et al, 2009; Veugelers et al, 2010).

Despite the demand for more automation, a considerable amount of papers used various
methods that still need human expert involvement. While this seems to be reasonable for
the task of deriving knowledge and decisions from the analysis results, 61 of the 91 papers
(approximately 67%) used manually-compiled expert queries for data collection (see Sec-
tion 4.4.2), 27 papers (about 30%) made use of human expert assistance in projecting and
transforming the data (see Section 4.4.4), and 38 papers (approximately 42%) predominantly
based their result interpretation on qualitative rather than quantitative aspects (see Section
4.5).

At the same time, the involvement of human experts in the data mining process (e.g.,
for creating queries and projecting and transforming the data, see Section 4.4.2) has been
criticized to introduce bias towards the respective experts’ field of expertise (Grandjean et al,
2005; Milanez et al, 2014; Huang et al, 2015). However, existing approaches have already
proposed solutions on how to counteract this human actor bias by providing more objective
evidence for weak signals and trends (Shibata et al, 2011; Jun et al, 2012b; Geum et al, 2013).
Addressing these insights, the following finding is proposed:

Finding 2. Research efforts towards increasing the level of automation are required to reduce
the risk of introducing human actor bias into the data mining process and to shift the focus of
valuable human resources to the later stages of result interpretation, decision making and
strategy implementation.

5.3 Need for machine learning approaches allowing corpus updates

While there have been approaches allowing the initially-downloaded document collection
to be augmented with new documents in web sources and social media data, this is not the
case for the majority of the papers analyzed (see Section 4.4.2). If a method does not allow
updates to the existing document corpus, then the detection of new documents (e.g., new
patents) requires the data mining process to be started from scratch using the entire document
collection. Thus, the analysis cannot be based on prior results and knowledge. In fact, the
outcomes of the new analysis may be different from and difficult to compare with the previous
results due to the many factors influencing the text and data mining algorithms (e.g., the
number of clusters to be determined or the number of iterations during a clustering process).
Moreover, the risk of expert bias may weigh in. It thus seems that approaches without corpus
updates are designed as one-time efforts rather than continuous detection and monitoring
systems.

It has further been observed that research on purposes of analysis exploiting web sources
and social media data claimed that traditional text and data mining approaches are not
applicable because the data volume to be processed is larger than in other application
domains (Goorha and Ungar, 2010; Bao et al, 2015; Pinto et al, 2015). But even researchers
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from these other papers reasoned that the amount of data is increasing too fast for humans to
manually analyze and interpret it (Glänzel and Thijs, 2012; Huang and Chang, 2014; Wang
et al, 2014). It may therefore be worthwhile to transfer machine learning techniques from
approaches exploiting web sources and social media data to the analysis of other data source
types. We thus postulate the following finding:
Finding 3. Machine learning techniques allowing corpus updates, currently employed in
approaches that exploit web sources and social media data, should also be considered for
the analysis of other data source types.

5.4 Trends represent the rearview mirror

In the existing literature, weak signals are considered as the earliest possible signs of changes
that may develop into stronger indicators of future discontinuities, developments or trends.
Trends, in contrast, are defined as functions of time developing into a certain direction, which
means that a sufficiently large data base is required for detecting a trend (Hiltunen, 2008;
Kuosa, 2010; Saritas and Smith, 2011).

During our systematic literature review, we found that in most cases the goal of the
identified approaches is to detect changes as early as possible, to assist human experts and
decision makers in identifying and defending against possible threats as well as to explore
potential opportunities (see Section 4.3).

Following the definition and terminology of the term “trend” in recent research, it is
evident that trends are only capable of describing developments that have already been
occurring for a longer period of time. Thus, strategic decisions and actions in the context of
corporate foresight that are exclusively based on the analysis of emerging trends may already
be considered too late (Schwarz, 2005). This means that the actual goal of quickly identifying
and reacting to changes and developments in the corporate environment is missed.

Consequently, trends can be used to identify and describe directed movements in data
sets to understand latest developments from the past until today. In general, results from
detecting emerging trends were found to be useful by external expert judgement (see Section
4.6). However, Tu and Seng (2012) and Ma and Porter (2015) found that domain experts
saw more value in deeper-level analyses than in the initially-discovered trends. The authors
used this insight as an opportunity to generate sub-level results that contained more specific
information than their high-level clusters.

Furthermore, extrapolating trends into the future is not recommended due to the risk of
ignoring non-linear, overlapping and surprising developments such as wild cards, shocks
and other discontinuities (Kuosa, 2010; Saritas and Smith, 2011; Rohrbeck and Bade, 2012).
Considering weak signals and their development towards possible trends (Kuosa, 2010;
Saritas and Smith, 2011), signals of greater strength (Hiltunen, 2008) are also found to occur
too late for strategic decision making in corporate foresight (Thorleuchter and van den Poel,
2013).

While a certain ambiguity both in the terminology and the interpretation of weak signals
and trends can be observed in the literature (see Section 4.5), and while there have already
been some research efforts concerning the conceptual integration of weak signals and trends
(Hiltunen, 2008; Saritas and Smith, 2011; Rohrbeck et al, 2015), a meaningful integration of
weak signals and trends from a data-centric and statistical viewpoint is still lacking:
Finding 4. Further research on the integration and joint usage of weak signals and trends
from a data-centric and statistical perspective is needed in order to develop integrated
systems for meaningful and early decision making.
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5.5 Need for harmonization of multiple source types

Our results from Section 4.3 show that there are multiple purposes of analysis and use
cases of detecting weak signals and trends to help companies decide and act as early as
possible. Naturally, the exploited data sources are clearly associated with purposes of analysis.
For example, weak signals and trends for R&D are usually detected based on scientific
publications and patents, while political, economic and social factors are typically mined
from web sources and social media data. It was also found that most of the papers (83 out of
91) used only one source type (such as patents from either one or multiple patent databases)
to detect weak signals and trends (see Table 2). Besides, there are few exceptions where the
authors either carried out a separate analysis for each data source type or involved human
experts to a large extent in selecting and generating the features (see Section 4.2).

It is remarkable that, although all papers analyzed share the same goal (i.e., detecting
weak signals and trends), they almost exclusively rely on a single data source type. Possible
findings from other data source types, which might be of critical importance, are completely
neglected, and the data used thus only provides a rather limited excerpt of reality (Shibata
et al, 2011). Recapitulating one of the core goals of corporate foresight, namely to observe
and monitor all relevant developments in its corporate environment, it remains questionable
whether approaches only exploiting one data source type qualify for comprehensive early
weak signal and trend detection because strong constraints on data coverage are inherent to
the proposed solutions.

A possible explanation for why most of the proposed methods do not make use of multiple
source types is given by Wu et al (2010). Based on their approach to detecting science and
technology trends for technology intelligence, these authors concluded that “science goes
earlier than technology in a life cycle”. The authors thus postulated that early signals and
developments of an emerging trend are first found in scientific publications and only later
in patent databases. This observation may suggest that a joint analysis of multiple source
types poses the risk of temporal distortion; the various source types first need to be examined
for their temporal dependencies before analyzing them jointly. Furthermore, Veugelers et al
(2010) postulated that the various source types require different data mining strategies due to
their different properties. This hypothesis is backed by the fact that in most countries there is
a time delay of about 18 months between a patent application and its publication (Milanez
et al, 2014).

These insights may indicate that multiple views on various data source types are needed
to identify the very early weak signals, to track their development into emerging trends and to
truly understand how changes in the corporate environment develop and diffuse over time. A
computer-aided system that integrates all perspectives into one holistic database and platform
may therefore satisfy the overarching goal of supporting corporate strategic decision making
and implementation. Thus, we formulate the following finding:

Finding 5. There is a need for research on how to integrate multiple source types at various
points in time to provide a holistic perspective on relevant weak signals and trends.

6 Conclusions

In this paper, we have performed groundwork towards analyzing and understanding multi-
perspective mining of weak signals and trends for corporate foresight. By conducting a
systematic literature review with a total of 91 relevant papers, our research offers greater
rigor than action research provides. We systematically analyzed the landscape of this research
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domain by reviewing 20 years of scientific research, classifying and summarizing the existing
research from different perspectives comparing its distinct properties, and providing an
overview of the state-of-the-art methods as well as their trends and new directions.

Literature reviews face the risk of various limitations that need to be addressed early.
One frequently-encountered issue is limited literature coverage (vom Brocke et al, 2015).
Naturally, our research is limited to a restricted number of papers. To counteract this, we have
based our literature search on WoS which contains one of the largest publication indexes
(SCI-EXPANDED). The structured stemming method due to Ferber (2003) has been applied
for search query creation and iterative expansion to broaden the sample space. Additional
forward and backward search including both journal papers and conference proceedings
was performed to ensure adequate coverage and saturation. Our review thus provides a solid
foundation for discussion, helping other researchers to follow and join in the development of
this research domain. Another concern might be related to the categorization of to the data
source types. Since the application of an inductive coding approach can produce different
results when being applied by different persons, the classification presented in this paper
entail a certain level of subjectivity and may legtimately be a subject of debate.

Our results have indicated that this research domain is attracting growing attention.
The main reasons for this development are the ever-growing complexity of the corporate
environment for companies in combination with the accelerating rates of new competition and
innovations, as well as rapid changes in customer behavior. These factors force companies
to search for strategies to navigate under high uncertainty. Moreover, this paper provides
practical implications on the outcomes and usefulness of the proposed approaches and
presents an overview of which methods are used to address various purposes in different
contexts. Our systematic literature review may also be useful for organizations which are
considering to start or to extend their activities in this domain to support human experts more
effectively in strategic decision making processes.

We have presented five findings summarizing important insights which can serve as
opportunities for future research in order to mature this research domain. As data volumes
continue to grow, computer-aided systems will experience an even higher demand. For
companies to develop higher trust in computer-aided systems supporting their strategic
decision making processes, the best possible quality of data for mining weak signals and
trends needs to be ensured, requiring improved search strategies. Moreover, in order to allow
domain experts to shift from early stages (i.e., data collection and processing) to later stages
of the corporate foresight process (i.e., interpretation, decision making and implementation),
a higher degree of automation needs to be achieved, thus greatly reducing the human actor
bias. Computer-aided systems should also be able to learn and accumulate knowledge over
time, building upon prior knowledge, and ensuring real weak signal and trend monitoring
based on an extensive data basis. Integrated systems with a holistic understanding of the
interactions between weak signals and trends are required, as the mere detection of trends
will not satisfy the need of companies to react as early as possible. Towards developing
these methods and systems, information from diverse source types will be needed in order
to be able to truly understand the development and diffusion of changes in the corporate
environment over time.
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Appendix

To make the tables in this appendix more readable, we will use the following abbreviations
for the categories introduced in Section 3.3 wherever appropriate:

1. Research Discipline (RSD)
(a) Weak Signal Detection (WSD)
(b) Emerging Trend Detection (ETD)

2. Data Mining Approach (DMA)
(a) Text Mining (TM)
(b) Bibliometric Analysis (BA)
(c) Joint Analysis (JA)

3. Data Mining Task (DMT), grouping the Data Mining Methods (DMM)
(a) Change and Deviation Detection (CDD)
(b) Clustering (CLU)
(c) Classification (CLA)
(d) Dependency Modeling (DEM)
(e) Regression (REG)
(f) Summarization (SUM)

4. Data Mining Process (DMP)
(a) Data Collection (DAC)
(b) Data Cleaning and Pre-Processing (DCP)
(c) Data Projection and Transformation (DPT)
(d) Data Mining (DAM)
(e) Data Visualization (DAV)
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Table 5 Overview of included papers and their classification

Author(s) Year DMA DMT DMM
Political Weak Signals Total: 0
Economic Weak Signals Total: 2
Bun and Ishizuka 2006 TM SUM Summarization
Liu et al 2009 JA DEM Association Rules

Social Weak Signals Total: 0
Technological Weak Signals Total: 17
Schult and Spiliopoulou 2006 TM CLU Bisecting k-Means
Yoon and Park 2007 TM CDD Citation Analysis
Lee 2008 TM CDD Co-Word Analysis
Lee et al 2009 TM CLU Principal Component Analysis (PCA)
Veugelers et al 2010 JA CLU k-Means Clustering
Glänzel and Thijs 2011 BA CLU Hybrid Clustering
Guo et al 2011 TM CDD Term Growth Analysis
Shibata et al 2011 BA CDD Citation Analysis
Gerken and Moehrle 2012 JA CDD Subject-Action-Object (SAO) Analysis
Jun et al 2012 TM CLU Support-Vector Clustering
Yoon and Kim 2012 TM CDD Subject-Action-Object (SAO) Analysis
Geum et al 2013 TM CLU Mixture Models
Lee et al 2014 TM CDD Subject-Action-Object (SAO) Analysis
Thorleuchter et al 2014 TM CLU Latent Semantic Indexing (LSI)
Moreira et al 2015 TM CLU k-Medoids
González-Alcaide et al 2016 BA CDD Co-Citation Analysis
Rodriguez et al 2016 BA DEM Patent-Citation Network Analysis

Political Trends Total: 4
Mei and Zhai 2005 TM CLU Mixture Models
Rill et al 2014 TM CDD Term Growth Analysis
Song et al 2014 TM CLA Latent Dirichlet Allocation (LDA)
Gaul and Vincent 2017 TM CLU Hierarchical Clustering

Economic Trends Total: 5
Dai et al 2010 TM CLU Hierarchical Clustering
Wetzker et al 2010 TM CLA Modified Probabilistic Models
Preschitschek et al 2013 TM CDD Semantic Similarity
Weenen et al 2013 BA DEM Patent-Citation Network Analysis
Kim et al 2015 TM CDD Co-Occurence Analysis

Social Trends Total: 22
Chi et al 2006 TM CLU Singular Value Decomposition (SVD)
Goorha and Ungar 2010 TM CDD Co-Word Analysis
Lau 2012 TM CLA Latent Dirichlet Allocation (LDA)
Adedoyin-Olowe et al 2013 TM DEM Association Rules
Aiello et al 2013 TM CLA Latent Dirichlet Allocation (LDA)
Cataldi et al 2013 TM CDD Term Aging Model
Hennig et al 2013 TM CDD Term Growth Analysis
Lu et al 2013 TM CLU Expectation Maximization Clustering
Parker et al 2013 TM CDD Term Growth Analysis
Bello-Orgaz et al 2014 TM CLU k-Means Clustering
Dueñas-Fernández et al 2014 TM CLA Latent Dirichlet Allocation (LDA)
Fang et al 2014 TM CLU Spectral Clustering
Takahashi et al 2014 BA CDD Change-Point Analysis
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Author(s) Year DMA DMT DMM
Bao et al 2015 TM CLU Co-Clustering
Kämpf et al 2015 BA DEM Context Networks
Kim et al 2015 TM CDD Term Growth Analysis
Luo et al 2015 TM CLA Latent Dirichlet Allocation (LDA)
Pinto et al 2015 TM REG Hawkes Processes
Wang et al 2015 TM CLA Latent Dirichlet Allocation (LDA)
Xie et al 2016 TM CLA Latent Dirichlet Allocation (LDA)
Yang et al 2016 TM CLA Latent Dirichlet Allocation (LDA)
Huang et al 2017 TM CLA Modified Probabilistic Models

Technological Trends Total: 41
Lent et al 1997 TM DEM Sequential Pattern Mining
Tho et al 2003 TM CLU Multi-Clustering Technique
Chen 2006 JA CDD Co-Citation Analysis
Santo et al 2006 BA CDD Term Growth Analysis
Wang and McCallum 2006 TM CLA Modified Probabilistic Models
Bolelli et al 2009 TM CLA Latent Dirichlet Allocation (LDA)
Woon et al 2009 BA CLU Taxonomy Generation
Abe and Tsumoto 2010 TM CDD Term Growth Analysis
Chang et al 2010 JA DEM Network Analysis
Fan and Chang 2010 TM CDD Term Growth Analysis
Lee et al 2010 JA DEM Cluster-Based Networks
Shih et al 2010 BA DEM Association Rules
Wu et al 2010 JA CLU Keyword Clustering
Wang et al 2010 TM DEM Co-Occurence Networks
Choi et al 2011 TM DEM Subject-Action-Object (SAO) Networks
Curran and Leker 2011 BA CLA Co-Classification
Lee et al 2011 TM CLU Formal Concept Analysis (FCA)
Park et al 2011 TM CDD Term Growth Analysis
Trappey et al 2011 TM REG Logistic Growth Curves
Jun et al 2012 JA DEM Association Rules
Kim et al 2012 BA CLA Decision Trees
Tu and Seng 2012 TM CDD Term Growth Analysis
Woon and Madnick 2012 BA CDD Co-Occurence Analysis
Barirani et al 2013 JA DEM Co-Citation Network
Huang and Chang 2014 BA DEM Bibliographic Coupling
Kim et al 2014 TM DEM Patent-Citation Network Analysis
Milanez et al 2014 BA REG Logistic Growth Curves
Wang et al 2014 TM DEM Co-Word Networks
Chen et al 2015 TM REG Piecewise Linear Representation (PLR)
Cheng et al 2015 BA DEM (Rule-based) Anomaly Detection
Huang et al 2015 JA DEM Patent-Citation Network Analysis
Jeong and Yoon 2015 TM CLU Keyword Clustering
Ma and Porter 2015 JA CLU Keyword Clustering
Wang et al 2015 TM CDD Subject-Action-Object (SAO) Analysis
Caviggioli 2016 BA CLA Co-Classification
Ena et al 2016 TM CLU Hierarchical Clustering
Mryglod et al 2016 JA DEM Co-Authorship Network Analysis
Nguyen et al 2016 JA CDD Term Growth Analysis
Noh et al 2016 JA DEM Patent-Citation Network Analysis
Park et al 2016 BA DEM Network Analysis
Tu and Hsu 2016 JA DEM Citation-Network Analysis

Overall Total: 91
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Wanner F, Stoffel A, Jäckle D, Kwon BC, Weiler A, Keim DA (2014) State-of-the-Art
Report of Visual Analysis for Event Detection in Text Data Streams. The Eurographics
Association

Weenen TC, Ramezanpour B, Pronker ES, Commandeur H, Claassen E (2013) Food-pharma
convergence in medical nutrition- best of both worlds? PLOS ONE 8(12):e82,609, DOI
10.1371/journal.pone.0082609
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